
Use of N-ary trees for pattern extra
tion from astream of dataLorenzo CioniDipartimento di Informati
a, Universit�a di Pisa, Pisa 56127, Italye-mail: l
ioni�di.unipi.itAbstra
t. The paper presents the use of an N�ary tree for the extra
-tion of 
ertain patterns from a sequential stream of data. The data of thestream belong to N disjoint 
ategories whereas the patterns are de�nedwith an ex-ante �xed set of K rules. The paper presents an algorithmwritten using a pseudo-
ode and shows an appli
ation for the extra
tionof parti
ular patterns from a stream of written Italian.1 Introdu
tionLet us suppose we have a stream F of data whose elements �i belong to Ndisjoint 
ategories C= fCi j i = 0; : : : ; N � 1g so that we have an alphabet� = f�i : i = 1; : : : ; lg with a partitioning1 with j � j= l.Our aim is the extra
tion from F of 
ertain patterns as spe
i�ed by an ex-ante�xed set of K rules R= fRj j j = 0; : : : ;K � 1g. In this paper we present analgorithm that allows su
h extra
tion through the use of a generalisation of the
on
ept of binary tree, the N�ary tree, and we show an appli
ation to writtenItalian. A 
ompanion paper ([1℄) is devoted to the use of a similar algorithm fordata segmentation.2 Binary and N�ary treesA tree ([2℄, [4℄) is usually de�ned as a graph without 
y
les where2 we have aset of nodes N and a set of ar
s A with j N j= n and j A j= m, we have aspe
ial node 
alled root, any pair of nodes is 
onne
ted by exa
tly one path anda tree with n nodes has exa
tly m = n� 1 ar
s. A node 
an be an inner nodeif it is the root of a non empty sub-tree otherwise it is a leaf. For any node wede�ne its degree as the number of its dire
t des
endants and say that a tree isbalan
ed if every inner node has the same number of des
endants otherwise is1 We have a 
lassi
al partitioning: � = [N�1i=0 Ci and Ci \ Cj = ; for all i 6= j,i; j = 0; : : : ; N � 1. It is obvious that l > N .2 The symbol N is used to denote the set of the nodes, the number of the 
ategoriesand the number of the des
endants of a node. Context makes 
lear, in ea
h 
ase,whi
h is the 
orre
t meaning. The 
ardinality of N (and so the number of nodes ofthe tree) will be denoted with n as the number of input data. Again, the 
ontextwill make 
lear whi
h is the 
orre
t meaning.



said unbalan
ed. In a balan
ed binary tree every node is either a leaf (andit has a degree 0) or it has a degree equal to 2. A balan
ed N�ary tree ([2℄,[4℄), analogously, is a tree whose nodes have degree either 0 (leaves) or N . In thelatter 
ase, the des
endants are numbered, from left to right, form 0 to N � 1.In what follows we are going to 
onsider also unbalan
ed N�ary trees.3 N�ary trees and pattern extra
tionAn N�ary tree 
an be used for pattern extra
tion i. e. for the extra
tion fromF of 
ertain pre-de�ned patterns. Every su
h pattern 
orresponds to a string,with repetitions, of 
ategory identi�ers. If we identify the ar
s of the tree withlabels Ci 2 C that are distin
t for nodes at the same level3, we 
an asso
iate toea
h leaf of the tree a distin
t string of 
ategory identi�ers. Every su
h a string,that 
an 
ontain repeated 
ategory identi�ers, identi�es a meaningful su

es-sion of 
ategories whose o

urren
e allows the use, on F, of one of the extra
tionrules. A

ording to this de�nition we 
an have the pattern C0C0CiCN�1 
orre-sponding to a leaf at level 4.Let us suppose we have, at a 
ertain point of the pro
essing, a given input datastream F and that, among the others, we are looking for a pattern of the typeCiCN�1Cj . If a1a2a3a4 : : : an represents the initial part of F and if a2 2 Ci,a3 2 CN�1 and a4 2 Cj we have identi�ed a pattern that is instan
e4 of one ofthe sear
hed for patterns. During the tree traversal we have therefore rea
hedone of the leaves.Now, sin
e during the s
an of both the input string and the tree we have rea
heda leaf, we have identi�ed a meaningful su

ession of 
ategories to whi
h it 
or-responds an extra
tion rule: from the input data stream F the instan
e patterna2a3a4 is therefore extra
ted and written on the output data stream, a

ordingto a format to be spe
i�ed, whereas on the input stream a5 : : : an the algorithmis re
ursively applied. The algorithm ends when there are no more data in F.The algorithm does not really need the tree to be stati
ally built sin
e su
h atree 
an be dynami
ally built if the input data belong to N disjoint and a prioride�ned 
ategories. All it is needed is, indeed, only the weight of a node and su
ha weight 
an be evaluated as a running sum of the weight of ea
h 
ategory towhi
h the data belong (
f. se
tion 5.1).4 Extra
tion rules4.1 Formal de�nitionAn extra
tion rule (simply rule) 
an be expressed as:Rj = if 
onditionj then a
tionj (1)3 The level of a node in a tree is the length of the path, as a number of ar
s, from thatnode to the root, that has level 0.4 A pattern is a set of 
ategories whereas an instan
e pattern is a string � every elementof whi
h orderly belongs to ea
h 
ategory of the pattern.



(for j = 0; : : : ;K � 1) where 
onditionj represents a logi
al 
ondition that,in our 
ontext, is a type test on substrings of F. If the 
ondition is veri�edthe spe
i�ed a
tionj 
an be applied to F. The a
tion turns in the extra
tionfrom F of a given instan
e pattern that is written on the output stream forfurther pro
essing. In pra
ti
e, every rule Rj is univo
ally identi�ed by a numeri
identi�er rj 2 [rmin; rmax℄ so that 
onditionj is implemented as an equality testbetween a 
urrent identi�er (to be de�ned shortly) and the various rj : in the onlypositive 
ase the a
tion asso
iated to the rule who triggers is exe
uted. Sin
e theaforesaid range 
ontains k̂ = rmax � rmin + 1 integer values whereas the rulesare K < k̂ we have that, in general, not all the values of rj are asso
iated to arule but some are asso
iated to a null value5.4.2 Chara
terisation and propertiesWhen we de�ne the extra
tion rules we have to fa
e a trade�o� between quan-tity and 
omplexity sin
e we 
an realisti
ally devise either many simple rulesor a restri
ted set of 
omplex rules6.In the former 
ase we have �ne grained rules and 
ategories and ea
h rule sim-ply de�nes the position of every instan
e pattern within F. In the latter 
asewe have 
oarse grained rules and 
ategories and ea
h rule 
ontains a set of sub
ases for the dete
tion of instan
e patterns. We will brie
y des
ribe the se
ondapproa
h in se
tion 6. From here on we, therefore, suppose to be in the �rsts
enario so that the set of rules forms a suitable set and 
an be implementedwith an array of integers R[℄ of size rmax � rmin + 1. The indexing s
heme isid = rj � rmin.Rules are, moreover, 
hara
terised by the following properties: uniformity and
ompleteness. Uniformity means that every rule works on the same numberof input symbols whereas 
ompleteness means that to every rj 2 [rmin; rmax℄is asso
iated a rule (
f. further on). In referen
e to the N�ary tree, 
omplete-ness means that we have the same number of des
endants for every inner nodewhereas uniformity means that all the leaves are at the same level. Usual 
asesare: 
ompleteness and uniformity, non 
ompleteness but uniformity. If we have
ompleteness but non uniformity we have 
on
i
ting rules where shorter rules(that should 
orrespond to inner nodes), owing to rule a

ording to whi
h we
hoose among them, hide the longer ones (though they are asso
iated to leaves).We disregard this 
ase. We are going to examine the last 
ase of non 
omplete-ness and non uniformity in se
tion 6. In our 
ases, if the rules form a suitableset, we have that the generi
 element R[id℄ 
ontains either a null value, if toit there 
orresponds no rule, or an integer value delta if to it there 
orresponds5 null is a mnemoni
 for �1 and, therefore, represents an integer value that 
annotidentify any instan
e pattern.6 The other two 
ases are: few simple rules and many 
omplex rules. The former 
asehas a little utility and 
an only be used in very spe
ial 
ases whereas the latter 
ase
an be 
omputationally heavy. We are not going to examine su
h possibilities anyfurther in this paper.



a rule (
f. se
tion 5.1). Every rule 
an turn, therefore, in the extra
tion of aninstan
e pattern from F and in its insertion in the output data stream.Before stepping to the next se
tion, where we present the pseudo 
ode of thealgorithm and show how the 
urrent identi�er is evaluated, we give here onesimple example.Example. Many simple rules, uniformity and 
ompleteness. Let us suppose wehave � = fa; b; 
g and C0 = fbg, C1 = f
g, C2 = fag so that N = 3. If we lookfor patterns of length 2 we have to 
onsider the elements of fb; 
; ag � fb; 
; agso that we may have the following rules7 where 
urr string identi�es the dataon whi
h rules a
t:1. R0 = if 
urr string ==00 bb00 then write(out;00 i� bb n n00);2. R1 = if 
urr string ==00 
b00 then in :=00 b00 + in;3. R2 = if 
urr string ==00 ab00 then in :=00 b00 + in;4. R3 = if 
urr string ==00 b
00 then in :=00 
00 + in;5. R4 = if 
urr string ==00 

00 then write(out;00 i� 

 n n00);6. R5 = if 
urr string ==00 a
00 then in :=00 
00 + in;7. R6 = if 
urr string ==00 ba00 then in :=00 a00 + in;8. R7 = if 
urr string ==00 
a00 then in :=00 a00 + in;9. R7 = if 
urr string ==00 aa00 then write(out;00 i� aa n n00);In this 
ase we de�ne as patterns to be extra
ted pairs of equal symbols.If we 
ode C2 with 2, C1 with 1 and C0 with 0 we have the following 
orre-sponding identi�ers (evaluated from left to right): r0 = rmin = 0, r1 = 1, r2 = 2,r3 = 3, r4 = 4, r5 = 5, r6 = 6, r7 = rmax = 7. Moreover we have the followingve
tor of delta values: R[℄ = [2; 0; 0; 0; 2; 0; 0; 0; 2℄. If we denote with p the 
urrentidenti�er we have that the �rst of the above rules 
an be rewritten as:if p == r0 then write(out;00 i� bb n n00); (2)and the same holds for the others. In pra
ti
e su
h rules are 
oded within an adho
 pro
edure under the following form:if p == 0 then delta = 2; (3)If as F we have aaba
b
ababba

a
, we get (disregarding newlines) 0�aa, 10�bband 13� 

.If we have uniformity but not 
ompleteness we 
an have:1. R0 = if 
urr string ==00 bb00 then write(out;00 i� bb n n00);2. R1 = if 
urr string ==00 aa00 then write(out;00 i� aa n n00);7 With in and out we de�ne the input and the output stream respe
tively whereas "+"is, in this 
ase, a 
lassi
al 
on
atenation operator between a string and a stream, inthis 
ase represented by the input string. With i we de�ne the global starting positionof the pattern on the input stream and nn is the newline 
hara
ter.



so that we have: R[℄ = [2; null; null; null; null; null; null; null; 2℄. If as F we haveaaba
b
ababba

a
, we get (disregarding newlines) 0�aa and 10� bb (
f. se
tion5.2).In all the 
ases we de�ne two integers trigIn and trigOut as, respe
tively, theminimum and maximum number of input data to be 
onsidered in the evalu-ation of the rules (in the present 
ases they are both equal to 2). Su
h valuesare stati
ally �xed, given the stru
ture of the rules. If we have, for instan
e,trigIn = 3 and trigOut = 5 we have that the rules involve strings of at leastthree 
hara
ters but of �ve 
hara
ters at the most. In this 
ase, the �rst two
hara
ters are not disregarded and 
ontribute to the identi�
ation of one of therules and, at the same time, of one of the patterns. On the other hand 
hara
tersbeyond the trigOut�th 
annot 
ontribute but 
annot be fully disregarded, as itis shown by rules su
h as R1 and the like.5 The algorithm5.1 Introdu
tionThe algorithm a

epts a stream of data F and a set of rules R (input) andprodu
es (output) a stream of instan
e patterns. Ea
h instan
e pattern is writtenout on a distin
t line pre
eded by the value of the pointer that de�nes its globalposition within F.We remind that F is made of n elements, with n not known a priori but �nite,and the algorithm s
ans it sequentially with the aid of a pointer m 2 [0; n� 1℄.The algorithm exe
utes two steps of mat
hing:1. a weighted 
ategory mat
hing step that assigns every element of F toone of the N 
ategories and evaluates a 
urrent identi�er or weight for thesubstring s
anned up to that point;2. a rule mat
hing step that, a

ording to the weight asso
iated to the 
urrentsubstring, lo
ates the rule to be applied for the pro
essing of F.If 
arm 2 � is the 
urrent element on F (in relative position m) and p denotesthe 
urrent weight of the 
urrent substring, we have:p = p+ iNm (4)where p and m are put to 0 at every re
ursive 
all or general reset and i =mat
h 
ategory(
arm) identi�es the 
ategory to whi
h the 
urrent element be-longs. Sin
e we have N 
ategories and ea
h 
ategory 
ontains mi elementsmat
h 
ategory(
arm) looks for 
arm among PN�1i=0 mi = l elements and re-turns the index of the 
ategory to whi
h 
arm belongs. The value of p from (4)represents the 
urrent identi�er and it is used to lo
ate the rule to be applied,if any. If su
h a rule exists it allows the de�nition of a shift value delta that 
anassume three values: 0, j or null. Formally we have:delta = mat
h rule(p) (5)



Under the 
ondition trigIn � strlength(
urr string) � trigOut we have thefollowing 
ases.1. If delta == j we have a pattern of length j from the 
urrent position thatmust be written out pre
eded by its global position and with a trailingnewline. In this 
ase we have a re
ursive 
all in the form of tail re
ursion([3℄).2. If delta == 0 we have no pattern but one 
hara
ter must be put ba
k onthe input stream and a general reset follows.3. If delta == null none of the rules is asso
iated to the 
urrent value of p sothat the algorithm must go on s
anning F till one of the two pre
eding 
aseso

urs or strlength(
urr string) > trigOut.Until strlength(
urr string) < trigIn the algorithm goes on with input s
an-ning one 
hara
ter at a time whereas if strlength(
urr string) > trigOut wehave that no rule 
an be applied. This 
ase 
an o

ur only if rules do not satisfy
ompleteness. In this 
ase the algorithm behaves as in the 
ase delta == 0.5.2 The stru
tureThe algorithm has the following stru
ture8.:R=read_rules(rules_file); \\loads the set of rules in the array\\R[℄ from a text file rules_filetrigIn=find_min(R);trigOut=find_max(R);C=read_
ategories(
ategories_file); \\loads the set of 
ategories in the\\array C[℄ from a text file 
ategories_fileN=size_of(C); \\evaluates the number of the 
ategoriespt=0; \\global position of patterns within the input streampro
edure extra
t(in, pt){ <<initial_step>>while not EOF do{ <<
urrent_step>>if(delta > 0){ <<extra
t_data>>extra
t(in, pt);}8 We remind that trigIn and trigOut stati
ally de�ne the range of lengths for whi
hthe algorithm 
an apply one of the extra
tion rules. If rules are K in K steps we 
aneasily �nd dynami
ally the shortest one (that de�nes trigIn) and the longest one(that de�nes trigOut). We suppose, therefore, to have the pro
edures find min(R)and find max(R)



<<step>>}}As the � initial step � the weight p is initialised to 0, the pointer m on theinput stream in is initialised and the �rst symbol is read in:p=0;m=0;
ar_m=read(in,m);String 
urr_string=
ar_m;where 
urr string is used to 
ontain the input elements s
anned up to the 
urrentposition m.The � 
urrent step� phase is 
omposed of a weighted 
ategory mat
hingstep and, under the 
ondition on the substring length, a rule mat
hing step:i=mat
h_
ategory(
ar_m);p=p+iN^m;len=strlength(
urr_string);if(len >= trigIn && len <= trigOut)delta=mat
h_rule(p);elsedelta=null;Pro
edure mat
h 
ategory(
arm) uses array C to de�ne the 
ategory index towhi
h the 
urrent 
hara
ter belongs.In any 
ase, after the � 
urrent step � phase, delta 
an have one of the fol-lowing values: j > 0, null, 0.In the �rst 
ase the algorithm exe
utes an � extra
t data � phase followedby a re
ursive 
all whereas in the other two 
ases the algorithm exe
utes the� step� phase.If delta == 0 the algorithm exe
utes a step-ba
k so that it pushes len � 1
hara
ters ba
k on the input stream, updates the global pointer and performsa general reset. If delta == null the algorithm has to dis
riminate between the
ases len < trigIn and len > trigOut. In the former 
ase the algorithm readsone more 
hara
ter from in whereas in the latter 
ase the algorithm behaves asfor delta == 0. We note that the step-ba
k a�e
t 
omputational 
omplexity.if(delta==0 || len > trigOut){ in=substring(
urr_string,1 , len-1)+in; \\dis
ards the first 
hara
terpt=pt-len+1;p=0; \\these three instru
tions perform the general resetm=0;
urr_string="";}else \\if delta < trigIn



{ m=m+1;pt=pt+1,}
ar_m:=read(in,m);
urr_string:=
urr_string+
ar_m;If mat
h rule(p) returns delta == j > 0 the algorithm pro
esses the elementsin 
urr string (so to write out those that represent an instan
e pattern) andexe
utes a re
ursive 
all:pt=pt-delta;sOut:=pt+'-'+substring(
urr_string, len-delta, len-1)+'\n';write(out,sOut);extra
t(in, pt);5.3 Something about the 
omputational 
omplexityWhat follows is true in both the s
enarios we have outlined in se
tion 4.2. Wenote, however, that in the "few but 
omplex" rules s
enario, though the rulesrequire a longer time to exe
ute (sin
e ea
h of them is made of sub 
ases thatmust be sequentially 
he
ked), the exe
ution time of every rule is independentfrom the length of the input data so that it 
an be 
onsidered 
onstant.As a �rst step we 
onsider the termination of the algorithm. If n is �nite, sin
eat every re
ursive iteration the algorithm removes at least one element from theinput stream, we have that the algorithm ends in �nite number of steps.As to the 
omplexity we have that:1. every element of the input stream must be sear
hed for within the set ofN 
ategories ea
h with mi elements (i = 0; : : : ; N � 1) and this has a 
ostindependent from the dimension n of the input data and equal to9 O(l)where l =j � j.2. the rules are loaded in an array during the initialisation phase so that thesear
h of a rule has a 
ost O(1).As to the 
omplexity of the s
anning of the input stream we have that:1. without any step-ba
k it 
osts O(n) in the worst 
ase;2. in presen
e of step-ba
k we may have that, in the worst 
ase, all the elementsof 
urrent string but one are inserted ba
k in the input stream so that theshortening pro
ess of the length of F is: n, n� 1, : : :, 1. If we sum all su
hvalues we get n(n+ 1)=2 so that the 
omplexity is O(n2).9 We note that we 
an do better. If we store the symbols of � in an bi-dimensionalarray of l rows and two 
olumns, ordered a

ording to the �rst 
olumn, whose generi
row 
ontains (�rst 
olumn) a symbol � 2 � and (se
ond 
olumn) the identi�er ofthe 
orresponding 
ategory Ci, we 
an obtain the desired value with a binary sear
hin O(ln l) steps, again independent from n.



We note that the presen
e of the step-ba
k depends on the rules but that it 
anhardly be avoided so that the best estimate of the 
omplexity is O(n2) thoughthe presen
e of long patterns 
an 
ontribute to a faster shortening of the inputstream.6 An example: extra
tion of patterns from written Italian6.1 Introdu
tionWe de�ne the following partition � = C0[C1[C2 with, in general, j Ci j> 2 and
onsider the following 
ases: uniformity and non 
ompleteness, non uniformityand non 
ompleteness.In the former 
ase we 
an suppose patterns of length len = 2 and so, for instan
e,of the following types: C0C0, C0C1, C0C2, C1C1, C1C2, C2C0 and C2C1. Wehave a non balan
ed N�ary tree (non 
ompleteness) with N = 3 but with allthe leaves at the same level (uniformity).In the latter 
ase we 
an suppose patterns of length len 2 [2; 3℄ and so, forinstan
e, of the following types: C0C0C1, C0C0C2, C0C2, C1C1, C1C2, C2C0,C2C1C2 and C2C1C3. We have a non balan
ed N�ary tree (non 
ompleteness)with N = 3 and with all the leaves not at the same level (non uniformity). Apattern su
h as C0C0 
orresponds to an inner node and is hidden by the patterns
orresponding to the leaves C0C0C1 and C0C0C2. As to the rules we 
an haveonly 
omplex rules of this type:R0 = if 
urr string 2 C0C0 then � list of sub 
ases� (6)or (
oding Ci as i and evaluating the 
urrent weight a

ording to (4)):if p == 0 then � list of sub 
ases� (7)In this way we have Ri  ! ri  ! patterni if patterni is one of the patternsand Ri is the j�th element of the array of the rules with j = rj � rmin. We aregoing to show how all this works in the following se
tion.6.2 The appli
ationIn this se
tion we show an appli
ation of the algorithm to the dete
tion of spe
ialpatterns within a stream of written Italian. In this 
ase we have that the data ofF either belong to the Italian alphabet � or to the set of pun
tuation symbolsP or to the set of the spa
ing symbols S. In this 
ase we have a partitioning:F = � [ P [ S (8)with: � = V [ V̂ [ C (9)where V are vowels, V̂ are stressed vowels and C 
onsonants. In this 
ase wehave N = 5 and we 
an assign to the aforesaid 
ategories the 
odes 4 to V , 3



to V̂ , 2 to C, 1 to P and 0 to S. A

ording to this 
onvention we 
an have thefollowing example of 
orresponden
e between patterns and numeri
 
odes10:1. to a pattern of the form C0SC1 it 
orresponds r52 = 2�50+0�51+2�52 = 52;2. to a pattern of the form C0SV0 it 
orresponds r102 = 2�50+0�51+4�52 =102;3. to a pattern of the form V0V1SV3 it 
orresponds r524 = 4�50+4�51+4�53 =524.In the �rst 
ase we look for any 
ombination of two 
onsonants separated by onespa
ing symbol, in the se
ond 
ase we look for any 
ombination of one 
onsonantfollowed by a spa
ing symbol and a vowel and in the last 
ase we look for any
ombination of two vowels followed by one spa
ing symbol and another vowel.An instan
e pattern of the �rst type is11 n l whereas one of the se
ond typeis n a and one of the third is ai a. With these rules we have trigIn = 3 andtrigOut = 4. To 
oding s
hemes of su
h a type there 
orresponds a set of rulesthat are neither uniform nor 
omplete:1. if p == 52 then delta = 32. if p == 102 then delta = 33. if p == 524 then delta = 4Su
h rules are 
oded, as in all the other 
ases we have examined in the paper,in the mat
h rule(p) pro
edure. We note here what follows.1. Also in 
ase of non uniformity and non 
ompleteness we have to be 
arefulin de�ning the rules so to avoid the de�nition of 
on
i
ting rules. In thepresent example, a rule asso
iated to a pattern S0S1 would hide anotherrule asso
iated to a pattern S0S1S2. The same holds also for other pairssu
h as C0C1 and C0C1C2 or C0C1V1 and C0C1. From a theoreti
al pointof view this translates in the following proposition: to avoid 
on
i
ts it issuÆ
ient to assign rules only to the leaves of the N � ary tree.2. If we need an ability to dete
t �ner patterns (for instan
e in 
ase of C0SC1if we want the rule to be applied only if C0 2 ~C and C1 2 Ĉ with Ĉ � Cand ~C � C) we 
an:(a) introdu
e sub-
ases in the 
orresponding rule;(b) de�ne a �ner subdivision of C, of V or of V̂ , depending on the need.In the former 
ase we 
an have:if p == 52 then if 
0 2 ~C ^ 
2 2 Ĉ delta = 3 (10)where ^ means and and 
i is the i � th 
hara
ter on 
urr string. Thisrequires only a modi�
ation of the stru
ture of the 
ategories file and the10 We use subs
ripts for readability so that Ci has the same meaning that C and thesame holds for the other 
ategories. We note that the values of the 
urrent identi�erp and of the identi�ers rj are evaluated from left to right, a

ording to the 
hara
tersu

ession of written Italian.11 We use the symbol to render the spa
ing symbols.



mat
h rule(p) pro
edure.In the latter 
ase we require that Ĉ and ~C are disjoint subsets so to applythe general s
heme with N = 6 and all the rules evaluated a

ording thenew base. This 
annot be done dynami
ally, however, but must be foreseenwhen we design an implementation of the algorithm. For this reason we saythat rules and 
ategories are embedded in the 
ode.7 Con
lusions and future plansThe proposed algorithm represents an eÆ
ient way for the extra
tion of a set ofpatterns from a stream of data. Future plans in
lude the 
oding of the algorithm,its testing in real 
ases and the examination of the possibility of using rules and
ategories not embedded in the algorithm but dynami
ally de�ned.8 Appendix: the full pseudo-
odeR=read_rules(rules_file); \\loads the set of rules in the array\\R[℄ from a text file rules_filetrigIn=find_min(R);trigOut=find_max(R);C=read_
ategories(
ategories_file); \\loads the set of 
ategories in the\\array C[℄ from a text file 
ategories_fileN=size_of(C); \\evaluates the number of the 
ategoriespt=0; \\global position of patterns within the input streampro
edure extra
t(in, pt){ p=0;m=0;
ar_m=read(in,m);String 
urr_string=
ar_m;while not EOF do{ i=mat
h_
ategory(
ar_m);p=p+iN^m;len=strlength(
urr_string);if(len >= trigIn && len <= trigOut)delta=mat
h_rule(p);elsedelta=null;if(delta > 0){ pt=pt-delta;sOut:=pt+'-'+substring(
urr_string, len-delta, len-1)+'\n';write(out,sOut);



extra
t(in, pt);}if(delta==0 || len > trigOut){ in=substring(
urr_string,1 , len-1)+in; \\dis
ards the first 
hara
terpt=pt-len+1;p=0; \\these three instru
tions perform the general resetm=0;
urr_string="";}else \\if delta < trigIn{ m=m+1;pt=pt+1,}
ar_m:=read(in,m);
urr_string:=
urr_string+
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